Implementation of MFCC and SVM for Voice Command Recognition as Control on Mobile Robot

Rendyansyah
Electrical Engineering Department, Faculty of Engineering, University of Sriwijaya, Palembang, Indonesia

ARTICLE INFO

Article history:
Received: 09/09/2022
Revised: 19/09/2022
Accepted: 10/10/2022

Keywords:
Control, Mobile Robot, Voice Command

ABSTRACT

The mobile robot is a system that can move according to function and task. An example is an industrial robot taking objects using a remote control system. Robots controlled using a manual remote system are generally carried out on mobile robots. Many researchers have developed manual control methods, such as image or sound-based robot control. In this study, the mobile robot was applied in an unobstructed room and controlled using voice commands. The methods used are Mel-Frequency Cepstral Coefficients (MFCC) and Support Vector Machine (SVM). MFCC is a characteristic identification of voice command patterns such as “forward”, “backward”, “left”, “right”, and “stop.” SVM is used to recognize voice command patterns based on the value of the MFCC for each pattern. The experiment has been carried out 50 times with a success rate of 96%. Overall the robot can be controlled by voice commands with good movement.

1. INTRODUCTION

A robot is a tool that can move to help humans work. Operators in certain tasks generally control worker robots. The robot's tasks include exploring the room, investigating, and patrolling. There are two types of worker robots, namely manipulators and mobile. The robot is a substitute for the role of humans who have physical limitations. Robots that are used to navigate the room are called mobile robots. Mobile robots are usually circular with several levels. Each level is used for various placements of electrical components, sensors, microcontrollers, and also power supplies. Robots, in general, already have a control system in the processor. The control system on the robot is autonomous [1], and there is also operator intervention [2]. The use of the control system aims to regulate the movement and navigation of the robot. On the other hand, applying a manual or semi-automatic control system adjusts the system’s movement so that it can monitor the results and processes properly. The manual control of a robot can use a joystick, remote, or guide with an image or voice.

A mobile robot using remote control has been carried out by Hartono et al. [3]. The remote control is in the form of an Android smartphone. Movement data is in the form of a trajectory created in the mobile application and GPS coordinates so that the mobile robot moves to follow the specified trajectory. Devana et al. designed a surveillance robot with a manual control system based on a wireless joystick [4]. The robot is equipped with a mobile application-based camera so the operator can receive information about the robot. The development of manual control has entered the stage of using image processing methods and even voice commands. There are control systems on the robot that use images...
such as hand gestures [5] and eye tracking [6]. On the other hand, the implementation of speech recognition also supports robot control [7]. Azargoshash et al. use voice command recognition to control the robot [8]. The commands given are "go", "stop", "left", "right", "forward", "backward", etc. The feature recognition technique they use is the Mel-Frequency Cepstral Coefficients (MFCC) method. Pattern recognition and speech characteristics are usually done using artificial intelligence or intelligent systems.

The application of intelligent systems is a compliment to controlling robots. The intelligent system is a method for creating a system that can make decisions based on the logic embedded in the microcontroller. Intelligent systems consist of methods such as Fuzzy Logic, Artificial Neural networks, Data Mining, Probabilistic, Reasoning, etc. On the other hand, there is a method similar to the Artificial Neural Network, namely the Support Vector Machine (SVM) method. SVM is supervised machine learning in data clustering as well as pattern recognition. Our previous research also implemented SVM for gas identification based on mobile robots [9, 10]. Therefore, this study developed a voice command-based mobile robot control method by applying the MFCC and SVM patterns. In several related experiments, SVM has similar accuracy to Artificial Neural networks and other clustering methods [11, 12] and is a good learning process for nonlinear data using kernel functions [13]. The motivation for developing this research is based on implementing a mobile application or computer-based patrol robot for investigation. The implementation of voice commands provides convenience in real-time teleoperation.

2. RESEARCH METHOD

The mobile robot is one type of robot that can move to help humans work. Mobile robots generally have wheels to move from one point to another. In this research, we develop a mobile robot connected to a computer. This mobile robot consists of a microcontroller module, an actuator, and Bluetooth communication media. Figure 1 shows the mobile robot used in this experiment. The mobile robot is a circle with a diameter of 40 cm with two levels. The first level is for the placement of the microcontroller and driver module, on the second level is for the placement of batteries and other electrical modules. This robot moves based on voice commands given by the operator.

![Figure 1. Mobile robot, (a) front view, and (b) top view](image-url)

The operator gives voice commands through a microphone connected to a computer. The voice commands include "Forward", "Backward", "Left", "Right", and "Stop". The MFCC and SVM process the command on the computer. The results of the decision from the SVM are then transferred to the microcontroller via Bluetooth communication. The microcontroller processes the digital data and transmits the signal to the motor driver to drive the robot. A schematic illustration of the diagram system in the mobile robot is shown in Figure 2.
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The operator's voice is recorded on the computer for 2 seconds, and pre-processing is carried out to take the sound detection part. The detection of sound in the form of signal waves can be seen in Figure 3. The sound signal is processed digitally with a sampling frequency of $F_s = 11000 \text{ Hz}$. The voice signal needs to be processed to find information in the form of features. The feature extraction method uses Mel-Frequency Cepstral Coefficients (MFCC) in this research.

The MFCC method is one of the methods used in recognizing voice command patterns or voice signals. The stages of the MFCC are as follows [14]:

**Stage 1.** Detect sound using a microphone. The voice signal is recorded (see Figure 3. a) and cropped for voice data only (see Figure 3. b).

**Stage 2.** Counting the number of frames from the sample signal with (1).

$$n_{\text{Frame}} = \frac{\text{Signal length}}{\text{Frame length}}$$

(1)

The frame length used is 256.

![Figure 2. Diagram of a voice command-based mobile robot](image)

![Figure 3. Signal of voice, (a) forward command, and (b) voice detection](image)
Stage 3. Perform the Hamming Window process or a process called windowing. This process uses (2).

\[
Y[n] = X(n) * W(n) \quad 0 \leq n \leq N - 1 \\
W(n) = 0.54 - 0.46 \cos \left( \frac{2\pi n}{N - 1} \right)
\]

(2)

Description for variable \( Y[n] \) as signal output, \( X(n) \) signal input, \( W(n) \) Hamming window process, and \( N \) number of samples per frame.

Stage 4. The Fast Fourier Transform (FFT) method processes the signal into a frequency response.

Stage 5. Calculating Mel frequency using (3). The Mel-frequency scale is a linear frequency below 1000 Hz and logarithmic above 1000 Hz.

\[
F(Mel) = \left[ 2595 \times \log_{10} \left( 1 + \frac{f}{700} \right) \right]
\]

(3)

Stage 6. Converting log Mel spectrum into the time domain using Discrete Cosine Transform (DCT) as shown in (4). Determine the coefficient value of the MFCC from \( n = 1 \) to \( k \).

\[
\hat{C}_n = \sum_{k=1}^{K} (\log S_k) \cos \left[ n \left( k - \frac{1}{2} \right) \frac{\pi}{K} \right]
\]

(4)

In this study, 20 coefficient values from the MFCC were used. These coefficient values become input for the pattern recognition process using the Support Vector Machine (SVM). SVM is implemented for voice command pattern recognition. SVM is a supervised machine learning technique that can cluster data linearly and non-linearly. SVM uses kernel functions to create a hyperplane to separate data by class. In general, SVM is used to separate two classes, so SVM has evolved to be able to separate multi-class cases. This study used the SVM one vs others technique to recognize voice commands such as “forward”, “backward”, “left”, “right”, and “stop”. Figure 4 shows a diagram of the SVM one vs others technique for recognizing patterns of voice commands.

Figure 4. Diagram SVM one vs others

SVM training stage by following the sequential algorithm [9, 15] as follows:
1. Initialize the value $\alpha_i = 0$.
2. Calculating the $D_{ij}$ matrix, see (5).

$$D_{ij} = y_i y_j \left( K(x_i, x_j) + \lambda^2 \right)$$

(5)

for $i, j = 1 \text{ to } l$. $l$ is the number of data, and the parameter $\lambda$ is a constant.
3. Each pattern to be clustered is calculated using (6), where the training data is from $i = 1 \text{ to } l$.

$$E_i = \sum_{j=1}^{l} \alpha_j D_{ij}$$

$$\delta \alpha_i = \min \left\{ \max \left[ \gamma \left( 1 - E_i \right), -\alpha_i \right], C - \alpha_i \right\}$$

$$\alpha_i = \alpha_i + \delta \alpha_i$$

(6)

The parameter $\gamma$ is the learning rate.
4. If the training process looks convergent, the process is stopped. Conversely, if it has not converged, repeat the process in (6). The indicator is convergent if the rate of change in value is low or close to zero.

This SVM algorithm produces an optimal Lagrange $\alpha$ value for clustered data, where the input data is converted to dimensional features using the Radial Basis Function kernel function as in (7). For is a kernel parameter with a value determined by the programmer, this study uses the kernel parameter 1000 $[9, 13]$.

$$K(x, y) = \exp \left( -\gamma \| x - y \|^2 \right)$$

(7)

The testing stage follows the following rules:
1. Determine the number of classes in each SVM, namely clusters +1 and -1.
2. Solve the input data into feature space using the Radial Basis Function kernel.
3. Calculate the last decision-making function using (8).

$$f(x) = \text{sign} \left( \sum_{i \in SV} \alpha_i y_i K(x, x) + \alpha_i y_i \lambda^2 \right)$$

$$\text{sign}(k) = \begin{cases} -1 & ; \quad k < 0 \\ 1 & ; \quad k \geq 0 \end{cases}$$

(8)

The value of SV is the number of support vectors, and sign(k) is used to determine the classification.

3. RESULTS AND DISCUSSION

The mobile robot experiment was carried out in the Robotics and Control Engineering Laboratory, Faculty of Engineering, UNSRI. First, an operator gives voice commands through the microphone installed on the computer. In the computer, MFCC and SVM programs are used to process voice signals into commands in controlling the robot's movement. The recognized voice commands are "forward", "backward", "left", "right", and "stop" commands. The MFCC program extracts the characteristics of the voice signal. The coefficient values of the MFCC are input into the SVM learning process. Figure 5 shows the pattern form of the MFCC for voice commands. Each SVM one vs others method (see Fig. 4) has five SVM blocks for each voice command cluster. SVM is a cluster for two classes, namely classes +1 and -1. Therefore each SVM block compares the clustered data against the other data.
Based on Figure 5, the MFCC pattern of this voice command has certain characteristics to the pattern of the voice command. SVM can classify the pattern of MFCC-based voice commands, and a good training process can be seen as shown in Figure 6. Training on SVM reaches convergence at the 100th epoch, and there is no change in the value of the support vector. The results of SVM learning are used to control the movement of the mobile robot based on voice commands. The mobile robot is placed in a free area, and the robot is active according to orders given by the operator. Figure 7 illustrates an experiment on a mobile robot when it moves based on voice commands. Experiments on the movement of the robot for "forward", "backward", "left", "right", and "stop" carried out movements ten times each. The total number of experiments is 50 times.
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Figure 6. Training of SVM for voice command recognition

Figure 7. The illustration of the robot’s movement when given a voice command, (a) forward, (b) backward, (c) left, and (d) right and stop

The results of the mobile robot experiment with voice commands are summarized in Table 1. For the forward and backward commands, each has failed once. The failure of the forward and backward movement is due to an almost similar pattern. In Figure 7. a, the robot is in the enabled position, and the operator gives a forward command. Within ± 3 seconds, the robot responds to the command to move forward continuously. The operator can give a stop command, and the robot responds to a stop. On the backward command, the robot returns to its original position (see Figure 7. b). On the left and right commands (see Figures 7. c and 7. d), the robot adjusts left or right navigation by deactivating one of the motors.

<table>
<thead>
<tr>
<th>Command</th>
<th>Experiments</th>
<th>Success</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward</td>
<td>10 times</td>
<td>9</td>
</tr>
<tr>
<td>Backward</td>
<td>10 times</td>
<td>9</td>
</tr>
<tr>
<td>Left</td>
<td>10 times</td>
<td>10</td>
</tr>
<tr>
<td>Right</td>
<td>10 times</td>
<td>10</td>
</tr>
<tr>
<td>Stop</td>
<td>10 times</td>
<td>10</td>
</tr>
<tr>
<td>Rate</td>
<td></td>
<td>96%</td>
</tr>
</tbody>
</table>

The results of this experiment show that the mobile robot can respond well to voice commands given by the operator. Applying the MFCC and SVM methods can give the robot system the ability to recognize voice command patterns. The experiments in Table 1 show that the robot can move according to voice commands with a success rate of 96%.
4. CONCLUSION

The mobile robot is a type of robot that can navigate to ease human tasks. This research has developed a mobile robot for voice command-based navigation. Voices from the operator are "forward", "backward", "left", "right", and "stop" commands. The pattern recognition method for voice commands uses MFCC, and 20 coefficients are created. The value of these coefficients becomes input data for the learning process using SVM. SVM can classify voice command patterns with one vs others technique. The experiments for each command are ten times, so a total of 50 experiments. There are two failures because there is a similar pattern for the forward and backward commands. The experimental results show that the system can recognize voice command patterns with success reaching 96%, and the robot can respond well to commands within a waiting time interval of ± 3 seconds.
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